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Abstract: The structural, dynamic, and electronic origin of the spectroscopically observed carbonmonoxy
myoglobin (MbCO) A states has been investigated by using molecular dynamics to sample conformational
space, multivariate analysis to aid in structural interpretations, and quantum mechanics to compute ligand
stretch frequencies. Ten short (400 ps) and two longer time (1.2 ns) molecular dynamics simulations, starting
from five different crystallographic and solution phase structures centered in a 37 Å radius sphere of water,
were used to sample the native-fold of MbCO. Three discrete conformational substates resulted where the
primary structural differences corresponded to a variable strength nonbond interaction between His64, Arg45,
and the bound ligand. To correlate the structures from the computed substates with the experimentally observed
ligand stretch frequencies, Hartree-Fock theory with the 6-31G(d) basis set was used to carry out constrained
minimizations and vibrational analysis on representative model geometries from each conformational substate.
The A0 state (outconformation) was determined to have both Arg45 and His64 removed from the heme pocket
with negligible electrostatic effect on the ligand. Alternatively, His64 was determined to induce the red-
shifted frequencies characteristic of the A states (A1-3) by forming a weak hydrogen bond between its protonated
Nδ and the ligand (in/Nδ conformation). The A1,2 state was specifically assigned to thein/Nδ conformation
with Arg45 removed from His64 (∆νcomp ) -10.0( 1.8 cm-1). The second and faster translational motion
engaged Arg45 in an additional and cooperative electrostatic interaction with His64 that distinguished between
the A1,2 and A3 states. The strongest red-shifted ligand stretch frequency (A3 state) was computed when Arg45
interacted with His64 in thein/Nδ conformation. The polarizing effect of the distal histidine on the CO ligand
(∆νcomp ) -19.0( 6.8 cm-1) was increased by the positive charge on Arg45. Consequently, a new A-state
model, which rationalizes the A3 state based upon the fluctuating electrostatic field generated by the gate-like
dynamics of His64 and Arg45, is presented, which is consistent with previously reported time scales for substate
interconversion.

Introduction

Background. The ability of myoglobin (Mb) to recognize
and discriminate between carbon monoxide (CO) and oxygen
(O2) is essential to fundamental biochemical processes involving
O2 storage and transport.1 Due to a wealth of structural, kinetic,
and spectroscopic information, carbonmonoxy myoglobin (MbCO)
has served as a classic paradigm for protein structure-function
relationships.1 In the absence of intermolecular interactions due
to the surrounding protein, simple heme models bind CO up to
105-fold greater than O2.2 The overwhelming binding affinity
favoring CO decreases by several orders of magnitude when

the heme prosthetic group is inserted into the Mb protein
matrix.1 Clearly, the vast array of intermolecular interactions
by the surrounding Mb polypeptide assists in the discrimination
against endogenous CO inhibition. As a result of recent
discoveries, the nature of intermolecular interactions that
modulate the CO/O2 binding ratio has become a controversial
issue.

The bound CO ligand in MbCO exhibits four IR absorption
bands centered at 1965, 1949, 1942, and 1932 cm-1, which are
identified as the A states (A0-3) with half-bandwidths ranging
up to 18 cm-1.3a-e The A2 frequency typically appears as a small
shoulder of the larger A1 peak, thus both are collectively referred
to as A1,2. It is widely recognized that the CO ligand stretch
frequencies (A states) are used to identify the functionally
distinct conformational substates (CSs) of MbCO.3 Each CS
has characteristic energetics and kinetics, and the relative
population of each is a function of temperature, pressure, pH,
and solvent.3-5 There have been numerous attempts to under-
stand the structural and electronic aspects of CSs and their
connection to the A states, since the relationship is believed to
explain MbCO’s ability to differentiate between diatomic
ligands.4,5
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Early neutron6 and X-ray crystallographic7 structures indicate
that steric interference from the hydrophobic pocket (see Figure
1) was the origin of the MbCO ligand discrimination.2 Recent
work by Collman2a,b and others2c on a series of Mb active site
porphyrin analogues and high-resolution crystallographic studies2d

on carbonmonoxy leghemoglobin indirectly support the steric
arguments for ligand discrimination in Mb. In addition, pho-
toselection experiments give a correlation between each MbCO
A state and unique CO ligand tilt angle.8 This suggests that
CSs can be distinguished based on different degrees of steric
hindrance presented to the CO ligand. However, the conclusions
of an increasing number of studies are inconsistent with a steric
interpretation of ligand distortion. Instead, the polarity of the
heme pocket distal residues is believed to influence the bond

order of the ligand through electrostatic interactions.1,4,5,10-12c,d

In addition,νCO andνFeCare inversely proportional to each other,
suggesting that the electronic distribution in the Fe-C-O unit
is responsible for frequency shifts rather than a steric bending.5a

Interpretation of recent crystallographic,13 spectroscopic,5,10,11

and theoretical9,12c,d information shows that the originally
reported large magnitude of Fe-CO ligand distortion6,7 was
overestimated. Currently, the majority of experimental and
theoretical studies agree that the electronic environment of the
CO ligand is controlled by changes in pH, temperature, pressure,
and solvent, which in turn determines the different red-shifted
IR absorption frequencies of the bound ligand (A states).
Consequently, several models have been proposed to explain
the A states in terms of a changing electrostatic field around
the ligand.4d,5a,b,12b,19cHowever, most of these mechanisms
involve a change in protonation that contradicts the time scales
established for A-state interconversion.3p
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1973, 181, 541. (c) Austin, R. H.; Beeson, K. W.; Eisenstein, L.;
Frauenfelder, H.; Gunsalus, I. C.Biochemistry1975, 14, 5355. (d) Alberding,
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Figure 1. Schematic of MbCO heme pocket created from the X-ray
crystallographic structure7 with WebLab viewer.46
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The most probable candidate to change its conformation in
the immediate ligand environment is His641,9 (distal histidine),
which is relatively flexible as confirmed by its X-ray B-factors.7

His64 moves significantly and changes the electronic environ-
ment of the CO ligand. As suggested initially by single-crystal
Raman spectroscopy,16e and later confirmed by an X-ray
structure of MbCO at pH 4,16a His64 was found to swing out
of the pocket and open a channel to the binding site. Further-
more, His64 is thought to control ligand entry, since the heme
iron is buried deep within the protein and some type of gating
mechanism must be assumed to allow ligand access.16b Later,
Case and Karplus showed that the energy barrier for ligand
escape decreases when His64 moves out of the heme pocket.16c,d

In addition, the mobility of His64 increases with decreasing size
of residue 46, allowing it to rotate about its Câ-Cγ bond or to
swing out and away from the ligand.17 In the X-ray structure
of the Phe46Val mutant, His64 is refined in two positions, inside
and outside of the heme pocket.17 Furthermore, mutation of
His64 leads to the disappearance of the A1-3 bands, and to an
increase of A0 intensity.4f,5b,11bThis is interpreted such that the
outward position of His64 corresponds to the A0 state. Mutating
the residues from the CD corner (Phe43, Arg45, and Phe46)
leads to more complex responses, but always correlates with a
net increase of the A0 band, which is thought to arise from the
outward movement of His64.4f,5b No clear correlation between
mutation of individual residues and the relative intensities of
the A1-3 states has been reported. The importance of His64 is
clear, but the influence of other heme pocket residues on the
structure and function of MbCO is less straightforward.

Since experimental methods do not describe the A-state
phenomenon unambiguously, several theoretical studies have
been employed to better understand the A-state origin. Aug-
spurger et al. used high-level ab initio calculations to establish
a correlation between external electric perturbations andνCO.12f

Similarly, Straub and Karplus recognized the importance of the
distal histidine and its protonation state uponνCO of photodis-
sociated CO.12eThey used Hartree-Fock calculations to deduce
that the B-state frequency shifts originate from a His64 hydrogen
bond with the ligand. The CO distortion, energetics, and
vibrational characteristics of the Fe-C-O unit have been
studied with density functional theory on a model consisting of
a porphine, imidazole, and CO.12d Proximal His93 tilting by
15° from the minimum did not affect the CO orientation, which
is in contrast to that reported by Jewsbury et al.12c Kushkuley
and Stavrov have reported a systematic investigation ofνCO

dependency on the porphyrin ring, CO distortion, Fe atom
position in the porphyrin, and external point charges.12a,bSimilar
to Augspurger et al., the most significant effect onνCO and NMR
parameters came from electrostatic interactions between the
ligand and a positive point charge. Consequently, the authors

concluded that the A0 state involved His64 displaced from the
hydrophobic pocket, and that the A1-3 states involved direct
interactions between the ligand and His64 tautomers.12a,b

Interestingly, the A3 state was thought to arise from His64 with
partial positive charge buildup due to interaction with an
unidentified amino acid.

Given the physiological importance and controversial under-
standing of how myoglobin recognizes and discriminates
between diatomic ligands, it is both appropriate and timely to
develop a simple and unified understanding of A-state inter-
conversion. Multivariate analysis is used to interpret the complex
structural variation from multiple MD trajectories. Quantum
mechanical calculations are used to estimate the vibrational
frequency changes in the CO ligand from representative CS
structures. As a result, a new structure-function model based
upon the distal face consistent with previously reported structural
and kinetic data is proposed to explain the spectroscopic A states
of MbCO. For the first time, Arg45 is invoked to explain the
origin of the A3 state.

Methodology

Atomic Coordinates.Five high-resolution structures of sperm-whale
MbCO were selected from the Brookhaven Protein Data Bank:33 both
conformations of an X-ray structure at 1.5 Å resolution where 7 residues
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and the CO ligand were modeled in 2 conformations (entry 1MBC),7

a neutron diffraction structure at 1.8 Å resolution (entry 2MB5),6 and
the first two NMR structures from a set of 12 conformations obtained
at pH 5.7 (entry 1MYF).14 Missing hydrogen atom positions were
generated with the HBUILD algorithm.36 Of the 12 His residues, 8
were modeled in their protonated form (i.e., charge+1) consistent with
the NMR structures (residues 12, 36, 48, 81, 97, 113, 116 ,and 119).14

The other histidines residues, 24, 82, proximal (93), and distal (64),
were assumed to have the proton at the Nδ nitrogen (HSD).14 The
structures were used as starting points for five trajectories which are
called Xray-As, Xray-Bs, Neutrons, NMR1s, and NMR2s. In addition,
the distal His64 was rotated in each of the PDB structures about its
Câ-Cγ bond (see Figure 2) and five additional trajectories were started
from these conformations, called Xray-As-r, Xray-Bs-r, Neutrons-r,
NMR1s-r, and NMR2s-r. A detailed explanation of this modification
will be given in the Results Section.

Simulation Protocol. MD simulations were carried out with the
EGO_VIII software,47 which employs a combined structure-adapted
multipole method and multiple time step algorithm to efficiently
calculate electrostatic forces so that no cutoff has to be employed. The
CHARMM all-atom parameter set35 was used. The crystal waters (137
in the X-ray structures, 89 in the neutron diffraction structure) were

retained and each conformation was enveloped in a 37 Å sphere of
equilibrated TIP3P water molecules.48 The surface region of the water
was subjected to an SBOUND potential32 to confine water molecules
within the sphere. The system was equilibrated in several steps. First,
all water molecules were relaxed with a gradient minimizer (400 steps)
and then equilibrated for 10 ps at 300 K (protein constrained). Next,
the whole system was minimized (400 steps) and subsequently
equilibrated for 30 ps at 300 K. During equilibration, the system was
coupled to a heat bath with a time constant of 10-13 s to achieve the
desired temperature of 300 K. For the subsequent MD simulation (370
ps), a weaker coupling (time constant 10-11 s) was employed for
infrequent and slight adjustment of the temperature. Structural char-
acterization is based only on the 370 ps time period. For visualization
in conformational space, structures from the whole 400 ps time were
included. Two trajectories (Xray-Bs and Neutrons) were extended to
1200 ps to compare the sampling of conformational space between the
shorter and longer time trajectories. Thus, a total simulation time of
5.6 ns was computed. Analysis of the trajectories was carried out by
using standard tools of CHARMM34 and XPLOR.31

Collection of Structures and Analysis. Since the extraction of
functionally relevant data from such a large set of MD trajectories is
not trivial, PCA as a form of multivariate analysis was applied. One
structure every 4 ps was collected for each of the 10 short trajectories
(7 from equilibration, 93 from simulation) to produce 1000 structures.
In addition, 400 snapshots from the extended Xray-Bs and Neutrons
trajectories (400-1200 ps) and the 5 PDB structures were added to
yield a total of 1405 conformations. This ensemble was created to
visualize the evolution of the MD trajectories, compare the extent of
conformational space covered by the short and long trajectories, evaluate
the effect of the His64 orientation on global and local protein structure,
and determine any significant global or local protein motion. No
differences were found when structures were collected more frequently
(every 1 ps) or averaged over the 4 ps time period. Average structures
of each simulation were computed from MD transient conformations
over 30 to 400 ps. An overall average structure was computed from
the transients of all trajectories. A PDB average from the 5 PDB
structures served as a reference for all structural comparisons. Before
analysis, structures were superimposed onto the PDB average to
eliminate differences due to rotation or translation. Time series were
computed from the trajectories by first reorienting all structures with
respect to the PDB average, and then computing the desired property
for one frame every 200 fs. This frequency was selected since it
suppressed nonspecific high-frequency fluctuations due to bond stretches
(time scale 10 to 100 fs), and allowed observation of all other motions.18

Proper sampling of a biomacromolecular energy landscape is not
trivial.20 Several methods attempt to probe more of the molecule’s
conformational space, such as the extension of the simulation to longer
time periods,21 multiple short-time trajectories,22 simulated annealing,23

conformational flooding,24 and locally enhanced sampling.25 In this
study, we report the simulation of multiple trajectories, since recent
studies indicate that this approach improves the sampling of confor-
mational space.22a,d,e Steinbach and Brooks have demonstrated that
although solvation increases the mobility of surface atoms of the protein,
it slows global protein motions by introducing friction.42b,d Thus, in
MD simulations of solvated proteins, the sampling problem becomes
even more critical, as shown by the RMSD fluctuations of the 1.2 ns
simulations in Figure 3.

Principal Component Analysis (PCA).The multivariate analysis
technique PCA can be used to simplify multidimensional data and has
been described in detail.27 It is implemented in the ERG software
program.39 The general approach of PCA is to express a set of given
data vectors (correlated to each other) in terms of new vectors
(uncorrelated to each other) which might allow a reduction of the data.
For example,p Cartesian coordinatesx1, x2, ..., xp of the protein (e.g.,
the coordinates of the 153R-carbon atoms of MbCO) inn structures
produced during the MD simulations can be arranged in a matrixX
with p columns andn rows. The elementXk

l in the k-th column and
l-th row is defined as coordinatek of structurel. The goal is to express

(34) Brooks, B. R.; Bruccoleri, R. E.; Olafson, B. D.; States, D. J.;
Swaminathan, S.; Karplus, M.J. Comput. Chem.1983, 4, 187.

(35) MacKerell, A. D., Jr.; Bashford, D.; Bellott, M.; Dunbrack, R. L.;
Evanseck, J. D.; Field, M. J.; Gao, J.; Guo, H.; Ha, S.; Joseph, D.; Kuchnir,
L.; Kuczera, K.; Lau, F. T. K.; Mattos, C.; Michnick, S.; Ngo, T.; Nguyen,
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Figure 2. Schematic of the two His64 isomers used as starting points.
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the original data as a multivariate Gaussian distribution. For this, a
covariance matrixC is computed fromX:

wherej is the index over then structures,Xm
j is them-th coordinate in

structurej, and〈Xm〉 is the averagem-th coordinate. By diagonalizing
C, one obtains its eigenvectorsΨ and the diagonal eigenvalue matrix
Λ:

The eigenvalues indicate the magnitude of the variances in the direction
of their corresponding eigenvectors. These eigenvectors are sorted by
decreasing magnitude of their respective eigenvalue. The originaln
coordinate vectors collected during MD are projected onto the new
basis given by thep eigenvectors resulting in the so-called principal
components (PCs). Them-th PC for the first structure can then be
expressed as follows:

Whereas the original coordinate vectors can be correlated to each other
(e.g., coordinates of atoms from the same residue), the PCs are
uncorrelated. The structural information in the PCs of the first few
eigenvectorsΨ1, Ψ2, ‚‚‚, Ψp (typically, p < 5) is assumed to be most
relevant. A plot of the scalar products from eq 3 of all coordinate vectors
x1, x2, ‚‚‚, xn and the most significant eigenvectors allows the
visualization of the data in reduced space. The relative inertia of an
eigenvector is defined as the contribution of its eigenvalue to the sum
of all eigenvalues. It measures how much of the structural variation in
D is expressed by the corresponding PC. It has been shown recently
for crambin22d or for the tetrapeptide isobutyryl-(Ala)3-NH-methyl30f

that the first three PCs contain already 57% of the total structural
variation. The next step involves the visual inspection of the PCA plot
to find groups of similar conformation to determine the origin of
structural deviation.

Quantum Chemical Computations.Calculations were performed
with Gaussian 94.43 Polar residues of the heme pocket were examined
to better understand their influence on the ligand. The model included
CO, His64, Arg45, and the proprionate chain of the heme pointing
into the distal pocket. The effect of solvent molecules around the heme
pocket was evaluated by including the water molecule most closely
interacting with the distal histidine. As shown in Figure 4, His64 was
approximated by an imidazole ring, Arg45 by a guanidinium ion (charge

+1), and the heme propionate by formic acid (charge-1). First, the
structural units CO, imidazole, guanidinium ion, formic acid, and water
were energy minimized individually by using Hartree-Fock theory and
the 6-31G(d) basis set.44 The MD geometries were rebuilt with use of
the energy-minimized components, while retaining the essential
geometric features from the representative MD structures (a distance,
angle, and dihedral angle for each individual component). With the
geometry of the model fixed, the CO bond length was allowed to relax
and energy minimize. The CO stretch frequency in each representative
conformation was then determined from a vibrational analysis.

Results and Discussion

MD Structural Comparison. To evaluate how the trajec-
tories evolve and move away from their respective starting
experimental structures, each of the five individual PDB
structures and twelve trajectory averages were compared to the
computed PDB average. The root-mean-square deviations
(RMSDs)30b for several atom selections are summarized in Table
1. The RMSDs pertaining to the NMR1 structure and corre-
sponding trajectories deviate strongly from those of the other
PDB structures and trajectories, which is mainly due to
variations in the D helix, as well as in the EF and FG loops. In
addition, the table indicates that the orientation of the distal
histidine does not influence the evolution of the global or local
structure, since the respective heavy atom and His64 RMSDs
from thesands-r trajectories do not deviate significantly. The
total average structure, formed from all MD transients, shows
best agreement with the PDB reference (0.9 Å). A possible
explanation is that each individual trajectory becomes caught
in one substate (even if simulated for 1.2 ns) and averaging
over an ensemble of independent trajectories yields better
agreement with experiment. Thus, the average structure from

Figure 3. The time series for RMSD based on all heavy atoms for the
two long trajectories illustrates that in both cases up to 300 ps are
required for the protein to fully relax from its crystal structure.
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Figure 4. Simplified model illustrating which heme pocket residues
were included in the quantum chemical calculations and how they were
approximated.

Table 1. RMSDs (in Å) from the Reference Structure
(PDB Average)

trajectory averages

trajectory
PDB

(heavy atoms)
heavy
atoms

spherec
r ) 10 Å

spherec
r ) 5 Å His64

Xray-As 1.1 1.3 1.2 1.2 2.4
Xray-Bs 1.1 1.4 1.2 0.9 1.3
Neutrons 1.1 1.5 1.2 1.3 1.8
NMR1s 1.9 2.1 1.4 0.9 1.1
NMR2s 1.2 1.4 1.1 0.8 1.1
averagesa 1.5 1.2 1.0 1.5

Xray-As-r 1.6 1.2 0.9 1.4
Xray-Bs-r 1.3 1.1 0.9 1.2
Neutrons-r 1.4 1.1 1.0 1.3
NMR1s-r 2.2 1.5 1.6 2.6
NMR2s-r 1.5 1.0 1.0 1.5
averages-r

a 1.6 1.2 1.1 1.8

av (all trajectories) 1.6 1.2 1.0 1.6

total av structureb 0.9 0.9 0.8 1.5
Neutrons (1.2 ns) 1.4 1.2 1.3 2.0
Xray-Bs (1.2 ns) 1.5 1.1 0.8 1.1

a Averages of the five trajectories.b Computed fromonestructure
obtained by averaging over all MD structures.c Centered at the oxygen
atom of CO.
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the MD simulations is interpreted to better represent the MbCO
native-fold, as compared to a single long-time trajectory.

PCA Plots.To visualize global and local motions, PCA was
carried out on theR-carbon and His64 atomic coordinates,
respectively. The projections of the original 1405 structures onto
the first two eigenvectors are shown in Figures 5A-C for the
R-carbon atoms and in Figures 5D-F for His64. In Figures 5A-
C, the first two PCs display 33.6% of all structural variation,
in Figures 5D-F they contain 61.8%. The left-hand plots (5A
and 5D) display only the projections of thes trajectories, the
center plots (5B and 5E) represent thes-r trajectories, and the
combination of both is displayed in the right-hand plots (5C
and 5F).

The most prominent feature in Figures 5A-C is the clear
division of structures into two clusters. All structures in the right
group derive from NMR1 trajectories, whereas the remaining
trajectories fall into the other cluster. Apparently, the structural
deviation of the NMR1 PDB conformation in the D region
(affecting distal heme pocket) and in the EF and FG regions
(affecting proximal side) is so strong that it is maintained during
the 400 ps simulation. Thus, the NMR1 PDB structure is also
found in the right cluster (coordinates 1.12, 0.12), whereas the
remaining PDB conformations are in the other (coordinates
around-0.3, 0.45). Extending the simulation for 1.2 ns (Xray-
Bs, Neutrons) did not enhance the sampling of conformational
space significantly, as compared to the structural variation
introduced into the ensemble by multiple trajectories. Thus, each
trajectory stays in a defined region of Figures 5A-C during
the entire simulation and no crossing between clusters is found.
The orientation of His64 does not have an effect on the structure,
since thes ands-r trajectories populate similar areas.

In Figures 5D-F, three clusters are identified. Visual

inspection of representative structures from each substate shows
that the position of His64 differs significantly in these groups.
In the lower left cluster, the distal histidine is oriented such
that its Nε atom points toward the oxygen of the CO ligand
(refer to Figure 1). This is called thein/Nε conformation and is
found in all five PDB structures. In the upper left group of
conformations, the His64 has rotated around its Câ-Cγ bond
and now the hydrogen atom of the Nδ atom points toward
O(CO). This geometry is called thein/Nδ conformation. In the
right cluster, His64 has undergone a translational movement
away from the CO ligand (both Nδ and Nε are more than 5 Å
from CO) and is referred to as theout conformation.

Both in the s and s-r trajectories, all three clusters are
sampled which indicates that the His64 rotation in thes-r
trajectories was not an irreversible modification and that all three
conformations can convert into each other. Whereas in Figures
5A-C each trajectory samples only one specific area, in Figures
5D-F a few trajectories move between the clusters. In Figure
5D, Xray-As and NMR2s move between theout and in/Nε

clusters, and Xray-Bs samples all three groups. In Figure 5E,
the NMR1s-r and NMR2s-r trajectories move between theout
and in/Nδ clusters. From a comparison of Figures 5A-C with
5D-F, we conclude that in each case PCA displayed the most
prominent structural differences between the ensembles. Global
conformations of the PDB structures were maintained (Figures
5A-C) on the time scales of our simulations, and local structural
features such as the orientation of His64 (Figures 5D-F) had
the ability to change.

His64 Dynamics.The conformational changes of His64 were
studied in more detail, since the position and orientation of this
residue relative to the CO ligand is thought to be the most
decisive factor for the occurrence of the spectroscopic A states

Figure 5. PCA plots of MD transients based on the atomic coordinates of allR-carbon atoms (A-C) and His64 (D-F). In parts A and D only the
structures from thes trajectories are displayed, in parts B and E only those form thes-r trajectories are shown. Parts C and F show all structures
from the two ensembles.
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in MbCO.1,4,5,9In addition, PCA in Figures 5D-F indicates that
distinct substates were sampled in the simulations. This high
mobility of the distal histidine is also known from crystallo-
graphy16a and from previous MD simulations.9a,12g

The distances of the His64 Nδ and Nε atoms to the ligand’s
oxygen atom are summarized in Table 2. For thes trajectories,
the X-ray (PDB) isin/Nε with a Nε(His64)-O(CO) distance
between 2.7 and 3.9 Å. Only two trajectories remained in this
conformation for the duration of the simulations, while three
simulations ended up in theoutconformation. In one trajectory
(Xray-Bs), the His64 ring rotated by approximately 120° about
its Câ-Cγ bond and formed anin/Nδ geometry for ap-
proximately 500 ps. Although a complete ring flip was not
achieved, the simulation time was sufficient to bring the
protonated Nδ closer to O(CO) than the Nε. We hypothesize
that if all the simulations were extended to longer times, such
ring flips could occur more often and result in a hydrogen bond
between the proton of the Nδ and the ligand. This was the
rationale for us to perform the second set of simulations starting
from the PDB structures with a 180° ring flip of His64 (s-r
trajectories). In thes-r trajectories, the X-ray isin/Nδ with an
HNδ(His64)-O(CO) distance between 3.2 and 4.4 Å (see Table
2). Here the distal histidine remained in thein/Nδ conformation
in two trajectories, in two it moved outward and then back to
in/Nδ, and only in one trajectory it reverted toin/Nε. Thus, His64
is observed to be very flexible, which is in agreement with
previous work.16a,9a,12g

Experimentally, the transition rates between the A0 and A1-3

states have been reported to occur between 1.4× 106 (aqueous
solution, 273 K) and 2.3× 104 s-1 (75% glycerol, 273 K).3s

Therefore, the transition time between the His64 “open” and
“closed” states ranges from 0.71 to 43µs at 273 K. His64 was
computed to switch between thein andout conformations four
times over the 5.6 ns of total simulation time at 300 K (Table
2). Three of the transitions originated from starting structures
which could be accelerated due to a strained conformation. Only
one true transition (Xray-Bs from 105 to 668 ps) was computed,
and its time constant was 563 ps (Table 2). The ca. 103

discrepancy between the kinetically determined transition times
(0.71µs at 273 K) and the simulated values reported here (563
ps at 300 K) and by other groups12c,gdemands further examina-
tion. To bridge an appropriate comparison between theory and
experiment, it is imperative to realize that the experimental
interconversion times between the “open” and “closed” states
of MbCO are known to be dependent upon solvent composition
and temperature.3s

The simulations were carried out at 300 K, as compared to
the experiments which were measured at 273 K. The strong
dependency of the interconversion times between the “open”
and “closed” states on temperature has been previously shown
by a study in 75% glycerol solution.3s Transition rates of 1.2×
105, 2.3× 104, and 8.1× 103 s-1 at 293, 273, and 264 K were
measured, respectively.3s Simple logarithmic extrapolation of
the data to 300 K gives a transition rate of 2.4× 105 s-1, or a
transition time of 4.2µs in 75% glycerol. Thus, the transition
time reduces by a factor of 10 (2.3× 104 s-1/2.4 × 105 s-1)
when considering an increase of temperature from 273 to 300
K in the 75% glycerol solution. By analogy, if one assumes
that the same reduction applies in aqueous solution, then the
0.71 µs transition time (1.4× 106 s-1, aqueous solution, 273
K) adjusted to 300 K is estimated to be 69 ns. As a result, the
computed transition of 563 ps is ca. 102 times faster than the
69 ns value provided by experiment at 300 K. Many factors,
such as the ability of the solvent model to represent frictional
forces and viscosity effects, incomplete sampling of full
conformational change, and the short time scale of the simula-
tions, can rationalize the computed and observed time difference.
Due to the limited number of observed transitions in this study,
and absence of direct experimental measurement in aqueous
solution at 300 K, explanation of the transition time difference
between theory and experiment is not attempted in this work.
The theoretical assessment of solvent effects on protein dynam-
ics is a continuing topic of research in this laboratory, and will
be reported at a later date.

Quantum Chemical Computations.Since the rotation and
outward translation of His64 is considered to be a key factor in
influencing the vibrational frequency of the ligand, quantum
mechanical calculations were carried out. The polar residues
of the heme pocket (His64, Thr67, Asp60, Arg45, and propi-
onate chains of the heme) and the water molecule most closely
associated with His64 were examined to better understand their
influence on the ligand. The residue closest to the ligand is
His64. Thr67 was typically 7 Å away from the heme and was
therefore excluded from further analysis. Asp60 forms a
hydrogen bond with His64 only when the histidine is in theout
conformation, i.e., relatively far away from CO. Therefore,
Asp60 can also be excluded as an influence to the immediate
electric field around CO. The proprionate, Arg45, and water
interact with CO via His64. Heme pocket conformations were
selected randomly from each of the substates as defined by PCA
in Figure 5F. The quantum chemical treatment of this model is
described in the Methodology Section. Table 3 summarizes the

Table 2. Classification of His64 Geometries Based on Distances (Å) between His64 and CO

distance H(Nδ)H64-O(CO)a distance (Nε)H64-O(CO)

trajectory PDB struct MD av PDB struct MD av position of His64b

Xray-As 5.6 5.9( 0.5 2.7 3.9( 0.3 in/Nε

8.0( 0.7 7.1( 0.9 out (72-400 ps)
Xray-Bs 6.6 6.6( 1.0 3.9 4.8( 1.3 in/Nε

3.6( 0.6 5.1( 0.5 in/Nδ (105-668 ps)
7.6( 1.4 6.2( 2.2 out (669-1200 ps)

Neutrons 6.5 6.6( 0.8 3.5 6.2( 1.0 out
NMR1s 5.0 6.3( 0.7 3.1 4.2( 0.5 in/Nε

NMR2s 5.0 6.5( 0.9 3.1 4.6( 0.8 in/Nε

Xray-As-r 3.2 6.8( 0.5 3.8 4.3( 0.5 in/Nε

Xray-Bs-r 4.4 3.6( 0.4 4.9 4.9( 0.4 in/Nδ
Neutrons-r 4.0 3.5( 0.4 4.6 4.8( 0.4 in/Nδ
NMR1s-r 3.3 6.6( 0.5 4.3 5.8( 0.5 out

4.0( 0.5 6.9( 0.5 in/Nδ (120-400 ps)
NMR2s-r 3.3 5.9( 1.2 4.3 8.8( 1.0 out

4.6( 0.6 7.2( 0.5 in/Nδ (250-400 ps)

a Distance measured from the hydrogen to the ligand oxygen.b Classification based upon the average structure over the time interval indicated.
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conformations and their characteristic distances. The table lists
the difference between the CO frequency computed for each
geometry and that of the free CO.

In this approximation, the influence of the heme and its
complete environment is neglected. However, previous calcula-
tions have shown that variations in the Fe-C bond length or in
the proximal histidine do not affect the CO vibrational frequen-
cies to the degree that is observed in experiments.12b,dThe heme
itself does influenceνCO (back-bonding via Fe),5a,bbut it is not
expected to cause the distinct absorption frequencies that have
been correlated to the A states. Instead, the heme and especially
the attached proximal histidine are thought to play a role in
ligand differentiation by affecting the electronic distribution in
the iron which prepares it for the approaching ligand.12i On the
other hand, there is evidence through mutation studies that polar
fluctuations in the distal cavity largely determine the CO
vibrational shifts.5b Based on results of these mutation studies,
it appears more critical to evaluate residues in the distal pocket
which exhibit large positional fluctuations.

For thein/Nε conformations, the CO vibrational frequencies
were computed to be blue-shifted by 3.5( 7.3 cm-1. Theout
conformation provided an average shift of-2.0 ( 0.6 cm-1.
Only the eightin/Nδ conformations resulted in consistently large
negative frequency shifts (-13.4 ( 6.0 cm-1). Therefore, the
red-shifted frequencies of the A states are interpreted to be
caused byin/Nδ and notin/Nε conformations. These results agree
qualitatively with frequency calculations on CO-imidazole
models by Straub and Karplus, who tested different orientations
between CO and His64 and computed a red-shift only when
the ligand’s oxygen is oriented toward the protonated imidazole
nitrogen.12e

Further analysis of the data for thein/Nδ structures indicated
that the frequencies depend on the Nδ(His64)-O(CO) distances
(correlation coefficient 0.25). However, better correlation was
achieved between the frequency shifts and the sum of the
His64-CO and the Nε(His64)-Nη(Arg45) distances (correlation
coefficient 0.44), suggesting that the combined motion of both
His64 and Arg45 is responsible for the frequency shifts.
Therefore, the eight entries in Table 3 for thein/Nδ conforma-

tions are divided into two groups where Arg45 is either greater
than 4.5 Å away from His64 (∆νCO) -10.0 ( 1.8 cm-1) or
less than 4.5 Å with a correspondingly higher frequency shift
(∆νCO) -19.0 ( 6.8 cm-1).

We picked onein/Nδ conformation (Xray-Bs, 600 ps) and
varied systematically both the Nδ(His64)-O(CO) and Nε-
(His64)-Nη(Arg45) distances. The CO frequencies computed
for each case are plotted in Figure 6. The data show that in our
model system, His64 caused frequency shifts by up to-16
cm-1. With Arg45 close to His64, the frequency shift in CO
increased to-22 cm-1. Thus, despite the neglect of the heme
or of the remaining protein matrix, which probably led to the
systematic underestimation of frequency shifts by 10 to 15 cm-1,
the critical role of His64 and Arg45 has been identified. The
data show that His64 has a primary effect of red-shifting the
CO vibrational frequencies, and that Arg45 has a lesser yet
significant role in modulatingνCO. These results are the basis
of our A state model, as described below.

Effect of Individual Heme Pocket Components onνCO.
For selectedin/Nδ conformations listed in Table 3 (indicated
with an asterisk), we determined the individual influences of
His64, water, Arg45, and the heme propionate upon the CO
frequency red-shift (see Methodology). His64 was identified as
the primary amino acid that interacted with the ligand, since it

Table 3. Vibrational Frequency Shifts (cm-1) in CO and Selected Distances (Å)a

structure
geometry

class
Nδ(H64)-

O(CO)
Nε(H64)-

O(CO)
Nε(H64)-
Nη(R45)

N(H64)-
O(water)b

N(R45)-
proprionate

freq shift,
cm-1

Neutrons, 400 ps out 7.6 7.0 8.0 2.9 (Nδ) 7.8 -2.3
NMR2s-r, 80 ps out 7.2 8.8 3.4 2.7 (Nε) 2.7 -2.4
NMR2s-r, 120 ps out 7.4 9.5 3.1 3.2 (Nε) 2.8 -1.4
average -2.0( 0.6

Xray-As, 60 ps in/Nε 4.8 3.1 6.3 4.0 (Nδ) 3.0 +10.2
Xray-As-r, 200 ps in/Nε 6.0 4.0 4.9 2.9 (Nδ) 2.9 +0.5
Xray-Bs, 60 ps in/Nε 5.3 3.3 6.4 2.8 (Nδ) 2.8 +11.7
NMR1s, 80 ps in/Nε 6.1 4.4 3.6 2.8 (Nδ) 3.0 -6.0
NMR1s, 100 ps in/Nε 5.2 4.1 7.2 3.0 (Nδ) 3.0 +1.1
average +3.5( 7.3

Xray-Bs, 521 ps* in/Nδ 3.6 4.4 4.8 2.9 (Nε) 2.9 -10.4
Xray-Bs, 600 ps in/Nδ 3.5 4.4 7.4 2.9 (Nε) 5.2 -12.6
Xray-Bs-r, 120 ps* in/Nδ 3.4 4.0 4.9 2.9 (Nε) 2.9 -8.6
Neutrons-r, 320 ps in/Nδ 4.3 5.1 5.9 4.5 (Nε) 4.6 -10.4
NMR1s-r, 240 ps* in/Nδ 3.3 4.7 4.5 2.8 (Nε) 3.0 -8.2
average (n ) 5) -10.0( 1.8

Xray-Bs, 128 ps in/Nδ 3.6 4.6 3.1 3.0 (Nε) 4.5 -23.9
Neutrons-r, 280 ps* in/Nδ 3.2 4.1 4.3 3.1 (Nε) 2.8 -21.9
NMR1s-r, 320 ps in/Nδ 4.3 6.4 3.0 2.9 (Nε) 2.7 -11.2
average (n ) 3) -19.0( 6.8
average (n ) 8) -13.4( 6.0

a The model includes CO, His64 (imidazole), Arg45 (guanidinium ion), heme proprionate (formic acid), and water.b Shown in parentheses is the
nitrogen atom to which hydrogen bond was formed.

Figure 6. Induced CO frequency shifts dependent upon the proximity
of CO, His64, and Arg45.
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accounted for 65( 15% of the total CO frequency shift (Table
4). To account for the remaining 35% of the total frequency
shift, the heme propionate, water, and Arg45 models were
individually removed from the complete system to determine
how they modulated the effect provided by His64. Elimination
of the water molecule resulted ina decrease of theνCO red-
shift by 17 ( 8% (i.e., red-shifting power of water). Since the
simulations resulted with at least one water molecule near His64,
the water’s contribution toνCO was considered to be constant.
Leaving out the heme propionate yieldedan increase in the
νCO red-shift by 26 ( 17% (i.e., blue-shifting effect of the
propionate). From the simulation data, the heme propionate was
33% of the time in solution and 67% of the time involved in a
salt bridge with the Arg45 residue. Arg45 had the strongest
effect, since leaving out the residue resulted in adecrease of
the νCO red-shift by 44 ( 16% (i.e., red-shifting ability of
Arg45). The breaking and formation of the Arg45 and heme
propionate salt bridge indirectly affects the large polarizing
ability of Arg45 on His64 and its ultimate influence on the CO
ligand. Thus, the individual contributions of the two red-shifting
components, Arg45 and water, and the blue-shifting effect of
the heme propionate account for approximately 35% of the total
frequency shift, with the remaining 65% attributed to His64.

A0 Substate.From mutation studies, it was found that when
His64 is replaced by a smaller residue, only the A0 band
remains.4f,5b,11bConsequently, the interaction between His64 and
CO is minimal in the A0 substate. X-ray crystallography at low
pH values (4.5) confirmed this hypothesis, and showed that
His64 actually swings out of the heme pocket.16aBoth our results
and previous calculations9 indicate that the neutral His64 is also
very mobile and can move out of the heme pocket. The outward
movement of His64 is thought to be biologically relevant
because it might create a ligand entry pathway to the heme.16

Thus, it seems plausible that His64 actually swings out before
becoming protonated, making its protonation easier and leading
to an increased intensity of the A0 band. From our quantum
chemical calculations the His64(Nδ)-CO(O) distance is esti-

mated to be greater than 4.5 Å for the A0 state, as exemplified
with a snapshot from the Neutrons trajectory in Figure 7a.

A1,2 and A3 Substates.When His64 is inside the hydrophobic
heme pocket, vibrational spectroscopy indicates the presence
of two conformations,5 whereas crystallography or NMR cannot
resolve the different conformations.6,7,14 On the basis of
observations from vibrational spectroscopy of wild-type and
mutant MbCO, several slightly different models have emerged.
Common to all of them is the assumption that the different IR
frequencies arise from a variation in the C-O bond order, which
is inversely proportional to the Fe-C bond order due to back-
bonding with Fe.4b,d,e,5a,b,eThe Fe-C-O unit is polarizable and
can be influenced by a close electric field. If no back-bonding
is present, then the bonds in the FeCO unit can be formally
written as Fe-CtO+, which is thought to be the situation in
the A0 substate. If the oxygen of CO is polarized by positively
charged residues or if it forms a hydrogen bond, then it can
assume a more negative partial charge. Thus, the bond order of
CO decreases and the approximate bonding scheme Fe)C)O
emerges. Structures of this type are assumed for the A1,2

Table 4. Individual Contributions to the Vibrational Frequency
Shifts (cm-1)a

structure His64 Arg45 water proprionate
CO freq

shift

Xray-Bs, 521 ps + - - - -8.6
+ + - - -9.4
+ + + - -10.7
+ + - + -9.6
+ - + + -7.6
+ + + + -10.4

Xray-Bs-r, 120 ps + - - - -4.3
+ + - - -10.0
+ + + - -11.8
+ + - + -6.8
+ - + + -3.5
+ + + + -8.6

Neutron-As-r, 280 ps + - - - -15.9
+ + - - -24.4
+ + + - -27.0
+ + - + -18.8
+ - + + -14.4
+ + + + -21.9

NMR1s-r, 240 ps + - - - -4.5
+ + - - -9.2
+ + + - -11.5
+ + - + -6.0
+ - + + -3.5
+ + + + -8.2

a Distances between the components of each structure are listed in
Table 3. Plus (+) indicates its presence in the quantum mechanical
calculations, whereas minus (-) indicates its absence.

Figure 7. (a) Transient MD structure from the Neutrons trajectory after
400 ps. This configuration is classified as theout conformation with
both Arg45 and His64 far removed from the ligand (A0 state). Distances
are indicated in angstroms. (b) Transient MD structure from the
Neutrons-r trajectory after 320 ps. This configuration is classified as
the in/Nδ conformation with Arg45 far removed from His64 (A1,2 state).
Distances are indicated in angstroms. (c) Transient MD structure from
the X-ray Bs trajectory after 521 ps. This configuration is classified as
the in/Nδ conformation with His64 close to the CO ligand and Arg45
close to His64 (A3 state). Distances are indicated in angstroms. All
plots were made with MOLMOL.28
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states.4d,5a,b,12bControversy still surrounds the structure of the
A3 state. Some groups have invoked polarization of the ligand’s
carbon atom by a negative charge (such as a lone pair of
electrons at the Nε of His64 or at the oxygen atom of Thr67).5a,b

Others attribute the frequency shifts to different orientations of
the dipole associated with His64.4d Recently, it has been
suggested that the four A states result from the stepwise
protonation of His64 and His97 resulting in a concurrent increase
in positive charge around CO.19c

On the basis of the current simulation and quantum mechan-
ical data, we propose that the A1,2 states in MbCO can be
induced by the proximity of His64 (<4.5 Å), with Arg45
relatively far away, as shown in Figure 7b. The A3 state results
when Arg45 comes simultaneously close to His64 (Figure 7c).
The data in Table 3 and Figure 6 suggest that the minimum
distance between His64 and Arg45 should be below 4.5 Å for
the A3 state. The observation that cytochromec peroxidase has
a CO frequency of 1905 cm-1 through a water-assisted hydrogen
bond between CO and a distal arginine residue underscores that
a positively charged amino acid can have a significant and large
effect onνCO as compared to a neutral residue with polarizing
capability.29 Our assignment is in agreement with the A1,2

models established by other groups and with the recent
spectroscopic5e and computed49 evidence for a hydrogen bond
formed between His64 and CO. However, our A3 model is novel
and contradicts previous assumptions. MbCO can interconvert
between the A0 and A1,2 state by the swinging-out motion of
His64, and between the A1,2 and A3 states by the appropriate
translational motion of Arg45, as schematically shown in Figure
8. The model is in qualitative agreement with the time scales
reported, where the A0 f A1-3 interconversion times have been
estimated to range between 10-6 and 10-4 s depending upon
solvent composition and temperature3p,sand the A1,2 f A3 time
at 10-9 s.3p Thus, the movement of His64 would take ca. 3-5
orders of magnitude longer than the movement of Arg45, which
is plausible because His64 is more buried than Arg45 and
attached to helix E which is a more rigid unit than the CD loop
where Arg45 is located. Also, the distances to be traveled by
His64 are larger. The simulations also indicate that the Arg45
interaction with His64 is fast and frequent, since its energy of
interaction is weakened due to Arg45 solvation.

It is well-known that solvent can alter the time evolution of
atomic motions and molecular properties.18 Molecular dynamics
simulations have been used to show that solvent slows protein
motions by random collisions between the solvent and protein,
and by introducing friction through a Stoke’s-like dissipative

force dependent upon the solvent’s viscosity, velocity, and size.
Consequently, as the residues participating in the dynamical
process become more solvent exposed and travel longer
distances, the more influential the solvent composition upon
their motion. The observed A1-3 f A0 transition suggests that
solvent plays a significant role in the process, since the rates
measured for water and water/glycerol (75/25) mixtures differ
by 2 orders of magnitude.3s The observed solvation effect for
the A1-3 f A0 transition is supported qualitatively by our data,
where His64 makes contact with solvent molecules in all
trajectories, and the average displacement (out-in conformation)
of His64 (Nε(H64)-O(CO)) is ca. 4 Å (Table 3). For the A1,2

f A3 transition, Arg45 spends 33% of its time in solvent and
its remaining time in the hydrophobic pocket. The (Nε(H64)-
Nη(R45)) distance traveled during this transition is ca. 2 Å
(Table 3). Since His64 moves ca. 2 Å more than Arg45, the
A1-3 f A0 interconversion should depend more strongly on
the nature of the solvent than the A1,2 f A3 transition, consistent
with experimental results.3s

It has been found that the relative population of the A3 state
in the crystal is larger than in solution.4a A possible explanation
could be that Arg45 in solution is more mobile and interacts
with water molecules, whereas in the crystal it is closer to His64
and induces a stronger A3 band. Furthermore, a triple MbCO
mutant with increased aromatic character near the ligand resulted
in an enhanced A3 state population.5d The strong cation-π
intermolecular interaction50 between Arg45 and the aromatic
residues may anchor the positive charge in place near the ligand,
and subsequently red-shift the stretch frequency. The relative
population of the A states is also different in human Mb where
the A3 state amounts to only 2-3%.45 Interestingly, human Mb
has a lysine residue in position 45. Since lysine is smaller and
structurally different than arginine, the type of interaction with
His64 is expected to be less intense and lead to a dramatic
decrease in the A3 intensity. In the Arg45Glu mutant, Li et al.
found a decrease in the intensity of the A1,2 and A3 states, and
an increase in the A0 state at pH 7.5b The authors attribute this
shift in the relative populations to the outward movement of
His64 which is no longer confined to the heme pocket. This is
further support that the two residues interact with each other.
The fact that two distances (His64-CO and Arg45-His64) play
a role in the frequency modulation could also explain the broad
peaks and large half-bandwidths observed spectroscopically.
Obviously, besides the distances, the relative orientation of the
groups affectsνCO and leads to large variations in the frequencies
even for similar distances (refer to Table 3).

The proposed model avoids the need to invoke protonation
changes between Nε and Nδ which have been used repeatedly
to account for the frequency shifts.4d,5a In the trajectories of
this study, solvent approaches only one side of His64 (pointing
away from the heme pocket), even after 1.2 ns simulation time.
However, to aid in the transfer of a proton leading to a change
in protonation from Nε to Nδ, His64 would have to swing out
of the heme pocket. Other groups have already pointed out that
there is no plausible mechanism for a change in protonation on
the time scale of a nanosecond, which is the estimated
interconversion time between A1,2 and A3.3p We based our
choice of protonation at the Nδ atom of His64 on observations
by neutron diffraction studies and NMR spectroscopy.6,14

Recently, it was reported that His64 is primarily protonated at
Nε.15b The current MD simulations suggest that if His64 were
protonated at Nε then the proton would still be close enough to
O(CO) to induce the frequency changes observed by IR

(49) Sigfridsson, E.; Ryde, U.J. Biol. Inorg. Chem.1999, 4, 99. (50) Ma, J. C.; Dougherty, D. A.Chem. ReV. 1997, 97, 1303.

Figure 8. Schematic summary of the three conformations leading to
the A0-3 states. Barrier heights are drawn based on time scales for
A-state interconversion given by Johnson et al.3p and are not to scale.
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spectroscopy. The important point is that as long as a proton
from His64 is close to the ligand it can cause the red-shifted
frequencies characteristic of the A states, and at the same time
its electrostatic effect on the CO ligand can be enhanced by
interaction between its unprotonated nitrogen and Arg45. The
in/Nε conformation, as defined in this study, is not involved in
the formation of the A1-3 states.

Conclusion

On the basis of the simulation and quantum mechanical data,
a new model based upon a combination of two side chain
movements is established to explain the spectroscopic A states
of MbCO. In agreement with previous reports, the geometric
positioning of His64 with respect to the hydrophobic pocket
was found to define the open (A0) and closed (A1-3) states of
MbCO. It is proposed that the MbCO A1,2 states can be induced
by a hydrogen bond between His64 and the ligand, and the A3

state results from an additional electrostatic interaction between
Arg45 and His64 while in thein/Nδ conformation. This is in
agreement with the recent spectroscopic evidence for a hydrogen
bond formed between His64 and the ligand, and a previously

reported time scale determination of A-state interconversions.
Therefore, the model supports the idea that the origin of the
MbCO spectroscopic A states is determined by the fluctuating
electrostatic field generated by the dynamics of His64 and Arg45
residues.
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Jülich, Germany, and we acknowledge the computer time
allocated to us for this work. We also thank Prof. Paul Tavan
from the University of Munich, Germany, for his generous
support and helpful discussions.

JA982115X

6454 J. Am. Chem. Soc., Vol. 121, No. 27, 1999 Schulze and EVanseck


